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1. Introduction

Complementarity problem theory developed by Lemke [10], Cottle and Dantzig [8] and others in the early 1960s and thereafter, has numerous applications in diverse fields of mathematical and engineering sciences. And it is closely related to variational inequality theory and fixed point theory. Recently, fixed point methods for the solving of nonlinear complementarity problems were considered by Noor et al. [11, 12]. Also complementarity problems related to variational inequality problems were investigated by Chang [1], Cottle [7] and others.

The study of random complementarity problem theory is lying at the intersection of complementarity problem theory and probabilistic theory. Random complementarity problem theory and random variational inequality theory are probabilistic generalizations of classical complementarity problem theory and classical variational inequality theory respectively. A far-reaching interest in the domain and a vast amount of mathematical activity have led to many remarkable new results and viewpoints yielding insights even into traditional questions. Some problems for random variational inequalities have been considered by Chang et al. [1, 4, 5] and Tan [13]. Especially, Lee et al. [9] investigated random vector variational inequalities and random noncooperative vector equilibrium as random generalizations of vector variational inequalities...
inequalities studied by Chen and Yang [6]. Recently, a class of random set-valued quasi-complementarity problems was discussed by Chang and Huang [2, 3].

Inspired and motivated by the recent researches in this field, we introduce new classes of random generalized set-valued complementarity problems and construct new random algorithms.

This paper is concerned with the convergence of random iterative sequences obtained by the new random iterative algorithms for the following random set-valued complementarity problems, called a random generalized strongly set-valued complementarity problems (RGSSCP), and others.

Find measurable mappings $f$, $g$ and $h : \Omega \to \mathbb{R}^n$ such that for $t \in \Omega$

\[
\begin{cases}
  f(t) \geq 0, \\
  g(t) \in F(t, f(t)), \\
  h(t) \in G(t, f(t)), \\
  g(t) + h(t) \geq 0 \text{ and} \\
  (f(t), g(t) + h(t)) = 0,
\end{cases}
\]

where $F$ and $G : \Omega \times \mathbb{R}^n \to 2^{\mathbb{R}^n}$ are random set-valued mappings.

2. Preliminaries and formulations

Throughout this paper let $(\Omega, \mathcal{A})$ be a measurable space. By $\mathcal{B}(\mathbb{R}^n)$ we denote a Borel $\sigma$-field in $\mathbb{R}^n$, $(\cdot, \cdot)$ and $\|\cdot\|$ denote an inner product and a norm on $\mathbb{R}^n$ respectively. In the sequel we will use the following notations:

$2^{\mathbb{R}^n} = \{A : A \subset \mathbb{R}^n\}$.

$C(\mathbb{R}^n) = \{A \subset \mathbb{R}^n : \text{nonempty, compact}\}$.

$H(\cdot, \cdot)$ will denote the Hausdorff metric on $C(\mathbb{R}^n)$.

For any $x = (x_1, x_2, \cdots, x_n), \quad y = (y_1, y_2, \cdots, y_n) \in \mathbb{R}^n$, we denote

$|x| = (|x_1|, |x_2|, \cdots, |x_n|)$

and define an order "$\geq$" on $\mathbb{R}^n$ as $x \geq y$ if and only if $x_i \geq y_i, \quad i = 1, 2, \cdots, n$. 
DEFINITION 2.1. A mapping \( f : \Omega \to \mathbb{R}^n \) is called \textit{measurable}, if for any \( B \in \mathcal{B}([\mathbb{R}^n]) \), the set \( \{ t \in \Omega : f(t) \in B \} \in \mathcal{A} \).

DEFINITION 2.2. A mapping \( T : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) is called a \textit{random operator}, if for any given \( x \in \mathbb{R}^n, T(\cdot, x) : \Omega \to \mathbb{R}^n \) is measurable. A random operator \( T \) is called \textit{continuous}, if for any given \( t \in \Omega \), the mapping \( T(t, \cdot) : \mathbb{R}^n \to \mathbb{R}^n \) is continuous.

DEFINITION 2.3. A set-valued mapping \( V : \Omega \to 2^{\mathbb{R}^n} \) is called \textit{measurable}, if for any \( B \in \mathcal{B}([\mathbb{R}^n]) \), the set \( V^{-1}(B) = \{ t \in \Omega : V(t) \cap B \neq \emptyset \} \in \mathcal{A} \).

DEFINITION 2.4. A mapping \( f : \Omega \to \mathbb{R}^n \) is called a \textit{measurable selection} of a set-valued measurable mapping \( V : \Omega \to 2^{\mathbb{R}^n} \), if \( f \) is measurable and for any \( t \in \Omega \), \( f(t) \in V(t) \).

DEFINITION 2.5. A mapping \( F : \Omega \times \mathbb{R}^n \to 2^{\mathbb{R}^n} \) is called a \textit{random set-valued mapping}, if for any \( x \in \mathbb{R}^n, F(\cdot, x) \) is a set-valued measurable mapping. A random set-valued mapping \( F : \Omega \times \mathbb{R}^n \to C(\mathbb{R}^n) \) is called \textit{H-continuous}, if for any \( t \in \Omega \), \( F(t, \cdot) \) is continuous in the Hausdorff metric \( H \).

REMARK 2.1. If \( T : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) is a random operator, then problem (1.1) is equivalent to find measurable mappings \( f, g : \Omega \to \mathbb{R}^n \) such that for any \( t \in \Omega \), \( g(t) \in G(t, f(t)) \) and

(2.1) \( f(t) \geq 0, \quad T(t, f(t)) + g(t) \geq 0, \quad (f(t), T(t, f(t)) + g(t)) = 0, \)

which is called a random generalized set-valued complementarity problem.

REMARK 2.2. If \( T, S : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) are two random operators, then problem (1.1) is equivalent to find a measurable mapping \( f : \Omega \to \mathbb{R}^n \) such that for any \( t \in \Omega \),

(2.2) \( f(t) \geq 0, \quad T(t, f(t)) + S(t, f(t)) \geq 0, \quad (f(t), T(t, f(t)) + S(t, f(t))) = 0, \)

which is called a random generalized complementarity problem.
Remark 2.3. In the determinate case, the problem (1.1) is equivalent to find \( x, y, z \in \mathbb{R}^n \) such that \( y \in F(x), \quad z \in G(x) \) and

\[
(2.3) \quad x \geq 0, \quad y + z \geq 0, \quad (x, y + z) = 0,
\]

where \( F, G : \mathbb{R}^n \to 2^{\mathbb{R}^n} \) are set-valued mappings, which is called a generalized strongly set-valued complementarity problem.

Obviously, problems (1.1) and (2.3) include many complementarity problems as special cases.

Problem (1.1) can be written as

\[
(2.4) \quad f(t) \geq 0, \quad k(t) = g(t) + h(t) \geq 0, \quad (f(t), k(t)) = 0,
\]

where \( k : \Omega \to \mathbb{R}^n \) is a measurable mapping. We now consider the following change of variables:

\[
(2.5) \quad f(t) = \frac{1}{2}(|h(t)| + h(t)), \quad k(t) = (\lambda(t)\rho(t))^{-1}(|h(t)| - h(t)),
\]

where \( \lambda : \Omega \to (0, 1) \) and \( \rho : \Omega \to (0, \infty) \) are both measurable functions, and \( h : \Omega \to \mathbb{R}^n \) is a measurable mapping. Clearly, \( f(t) \geq 0 \) and \( k(t) \geq 0 \). From (2.5) we know that problem (2.4) is equivalent to find measurable mappings \( f, g \) and \( h : \Omega \to \mathbb{R}^n \) such that for any \( t \in \Omega \),

\[
f(t) \in F(t, \frac{1}{2}(|h(t)| + h(t))), \quad g(t) \in G(t, \frac{1}{2}(|h(t)| + h(t))) \quad \text{and}
\]

\[
(2.6) \quad h(t) = \frac{1}{2}(|h(t)| + h(t)) - \frac{1}{2}\lambda(t)\rho(t)(f(t) + g(t)).
\]

3. Random algorithm

We first introduce the following lemmas in [2, 3].

Lemma 3.1. Let \( F : \Omega \times \mathbb{R}^n \to C(\mathbb{R}^n) \) be a \( H \)-continuous random set-valued mapping. Then for any measurable mapping \( f : \Omega \to \mathbb{R}^n \), a mapping \( F(\cdot, f(\cdot)) : \Omega \to C(\mathbb{R}^n) \) is set-valued measurable.

Lemma 3.2. Let \( V, W : \Omega \to C(\mathbb{R}^n) \) be two set-valued measurable mappings and \( f : \Omega \to \mathbb{R}^n \) a measurable selection of \( V \). Then there exists a measurable selection \( g : \Omega \to \mathbb{R}^n \) of \( W \) such that

\[
\|f(t) - g(t)\| \leq H(V(t), W(t)) \quad \text{for all } t \in \Omega.
\]

Based on the formulations in section 2, we now construct a new random algorithm for the random generalized strongly set-valued complementarity problem (RGSSCP) (1.1).
ALGORITHM 3.1. Let $F, G : \Omega \times \mathbb{R}^n \to C(\mathbb{R}^n)$ be two $H$-continuous random set-valued mappings. For any given measurable mapping $h_0 : \Omega \to \mathbb{R}^n$, two set-valued mappings $F(\cdot, \frac{1}{2}(|h_0(\cdot)| + h_0(\cdot)))$ and $G(\cdot, \frac{1}{2}(|h_0(\cdot)| + h_0(\cdot))) : \Omega \to C(\mathbb{R}^n)$ are measurable by Lemma 3.1. It follows that there exist measurable selections $f_0(\cdot) : \Omega \to \mathbb{R}^n$ of $F(t, \frac{1}{2}(|h_0(t)| + h_0(t)))$ and $g_0(\cdot) : \Omega \to \mathbb{R}^n$ of $G(t, \frac{1}{2}(|h_0(t)| + h_0(t)))$ respectively. Letting

$$h_1(t) = \frac{1}{2}(1 - \lambda(t))(|h_0(t)| + h_0(t))$$

$$+ \frac{1}{2}\lambda(t)(|h_0(t)| + h_0(t) - \rho(t)(f_0(t) + g_0(t))),$$

where $\lambda(t)$ and $\rho(t)$ are the same as in (2.5), it is easy to see that $h_1 : \Omega \to \mathbb{R}^n$ is measurable. Since $f_0(t) \in F(t, \frac{1}{2}(|h_0(t)| + h_0(t)))$ and $g_0(t) \in G(t, \frac{1}{2}(|h_0(t)| + h_0(t)))$, by Lemma 3.2, there exist measurable selections $f_1 : \Omega \to \mathbb{R}^n$ of $F(t, \frac{1}{2}(|h_1(t)| + h_1(t)))$ and $g_1 : \Omega \to \mathbb{R}^n$ of $G(t, \frac{1}{2}(|h_1(t)| + h_1(t)))$ such that

$$\|f_0(t) - f_1(t)\| \leq H(F(t, \frac{1}{2}(|h_0(t)| + h_0(t))), F(t, \frac{1}{2}(|h_1(t)| + h_1(t))))$$

for all $t \in \Omega,$

$$\|g_0(t) - g_1(t)\| \leq H(G(t, \frac{1}{2}(|h_0(t)| + h_0(t))), G(t, \frac{1}{2}(|h_1(t)| + h_1(t))))$$

for all $t \in \Omega.$

Letting

$$h_2(t) = \frac{1}{2}(1 - \lambda(t))(|h_1(t)| + h_1(t))$$

$$+ \frac{1}{2}\lambda(t)(|h_1(t)| + h_1(t) - \rho(t)(f_1(t) + g_1(t))),$$

then $h_2 : \Omega \to \mathbb{R}^n$ is measurable.

Inductively, we can obtain three sequences $\{f_n\}, \{g_n\}$ and $\{h_n\}$ of measur-
able mappings as follows:

\[
\begin{align*}
  f_n(t) &\in F(t, \frac{1}{2}(|h_n(t)| + h_n(t))), \\
  g_n(t) &\in G(t, \frac{1}{2}(|h_n(t)| + h_n(t))), \\
  \|f_n(t) - f_{n+1}(t)\| &\leq H(F(t, \frac{1}{2}(|h_n(t)| + h_n(t))), \\
  F(t, \frac{1}{2}(|h_{n+1}(t)| + h_{n+1}(t)))), \\
  \|g_n(t) - g_{n+1}(t)\| &\leq H(G(t, \frac{1}{2}(|h_n(t)| + h_n(t))), \\
  G(t, \frac{1}{2}(|h_{n+1}(t)| + h_{n+1}(t)))), \\
  h_{n+1}(t) &= \frac{1}{2}(1 - \lambda(t))(|h_n(t)| + h_n(t)) \\
  &+ \frac{1}{2}\lambda(t)(|h_n(t)| + h_n(t) - \rho(t)(f_n(t) + g_n(t)))
\end{align*}
\]

for all \( t \in \Omega \) and \( n = 0, 1, 2, \cdots \), where \( \lambda(t) \) and \( \rho(t) \) are the same as in (2.5).

Similarly, we can obtain the following algorithms:

**Algorithm 3.2.** Let \( T : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) be a continuous random operator and \( F : \Omega \times \mathbb{R}^n \to \mathbb{C}(\mathbb{R}^n) \) a \( H \)-continuous random set-valued mappings. For any given measurable mapping \( h_0 : \Omega \to \mathbb{R}^n \), we can obtain two sequences \( \{g_n\} \) and \( \{h_n\} \) of measurable mappings as follows:

\[
\begin{align*}
  g_n(t) &\in F(t, \frac{1}{2}(|h_n(t)| + h_n(t))), \\
  \|g_n(t) - g_{n+1}(t)\| &\leq H(F(t, \frac{1}{2}(|h_n(t)| + h_n(t))), \\
  F(t, \frac{1}{2}(|h_{n+1}(t)| + h_{n+1}(t)))), \\
  h_{n+1}(t) &= \frac{1}{2}(1 - \lambda(t))(|h_n(t)| + h_n(t)) \\
  &+ \frac{1}{2}\lambda(t)(|h_n(t)| + h_n(t) - \rho(t)(f_n(t) + g_n(t)))
\end{align*}
\]

for all \( t \in \Omega \) and \( n = 0, 1, 2, \cdots \), where \( \lambda(t) \) and \( \rho(t) \) are the same as in (2.5).
Algorithm 3.3. Let $T, S : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ be two continuous random operators, then for any given measurable mapping $h_0 : \Omega \to \mathbb{R}^n$ we can obtain a sequence $\{h_n\}$ of measurable mappings such that
\begin{equation}
    h_{n+1}(t) = \frac{1}{2}(1 - \lambda(t))(|h_n(t)| + h_n(t)) + \frac{1}{2}\lambda(t)(|h_n(t)| + h_n(t)) - \rho(t)(T(t, \frac{1}{2}(|h_n(t)| + h_n(t))) + S(t, \frac{1}{2}(|h_n(t)| + h_n(t))))
\end{equation}
for all $t \in \Omega$ and $n = 0, 1, 2, \cdots$, where $\lambda(t)$ and $\rho(t)$ are the same as in (2.5).

Algorithm 3.4. Let $F, G : \mathbb{R}^n \to C(\mathbb{R}^n)$ be two $H$-continuous set-valued mappings, then for any given $z_0 \in \mathbb{R}^n$, we can obtain three sequences $\{x_n\}, \{y_n\}$ and $\{z_n\}$ in $\mathbb{R}^n$ as follows:
\begin{equation}
    \begin{aligned}
    &x_n \in F(\frac{1}{2}(|z_n| + z_n)), y_n \in G(\frac{1}{2}(|z_n| + z_n)), \\
    &\|x_n - x_{n+1}\| \leq H(F(\frac{1}{2}(|z_n| + z_n)), F(\frac{1}{2}(|z_{n+1}| + z_{n+1}))), \\
    &\|y_n - y_{n+1}\| \leq H(G(\frac{1}{2}(|z_n| + z_n)), G(\frac{1}{2}(|z_{n+1}| + z_{n+1}))), \\
    &z_{n+1} = \frac{1}{2}(1 - \lambda)(|z_n| + z_n) + \frac{1}{2}\lambda(|z_n| + z_n - \rho(x_n + y_n)),
    \end{aligned}
\end{equation}
for $n = 0, 1, 2, \cdots$, where $0 < \lambda < 1$ and $\rho > 0$ are both constants.

4. Existence and convergence

In this section we shall discuss the existence of random solutions for the random generalized strongly set-valued complementarity problem (RGSSCP)(1.1) and the convergence of random sequences constructed by the random algorithm.

Definition 4.1. A random operator $T : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is called
(1) strongly monotone, if there exists a measurable function $\alpha : \Omega \to (0, \infty)$ such that
\[(T(t, x) - T(t, y), x - y) \geq \alpha(t)\|x - y\|^2\] for all $x, y \in \mathbb{R}^n$ and $t \in \Omega$;
(2) Lipschitz continuous, if there exists a measurable function $\beta : \Omega \to (0, \infty)$ such that
\[\|T(t, x) - T(t, y)\| \leq \beta(t)\|x - y\|\] for all $x, y \in \mathbb{R}^n$ and $t \in \Omega$.

It is easy to see that $\alpha(t) \leq \beta(t)$ for all $t \in \Omega$. 

DEFINITION 4.2. A random set-valued mapping $F : \Omega \times \mathbb{R}^n \to C(\mathbb{R}^n)$ is called

1. strongly monotone, if there exists a measurable function $\alpha : \Omega \to (0, \infty)$ such that for all $t \in \Omega$, $x, y \in \mathbb{R}^n$,

\[(u - v, x - y) \geq \alpha(t)\|x - y\|^2 \text{ for all } u \in F(t, x) \text{ and } v \in F(t, y);\]

2. $H$-Lipschitz continuous, if there exists a measurable function $\eta : \Omega \to (0, \infty)$ such that

\[H(F(t, x), F(t, y)) \leq \eta(t)\|x - y\| \text{ for all } t \in \Omega \text{ and } x, y \in \mathbb{R}^n.

THEOREM 4.1. Suppose that $F : \Omega \times \mathbb{R}^n \to C(\mathbb{R}^n)$ is a strongly monotone $H$-Lipschitz continuous random set-valued mapping with coefficients $\alpha(t)$ and $\beta(t)$ respectively and $G : \Omega \times \mathbb{R}^n \to C(\mathbb{R}^n)$ is a $H$-Lipschitz continuous-random set-valued mapping with coefficient $\eta(t)$, if for all $t \in \Omega$,

\[0 < \rho(t) < \frac{4(\alpha(t) - \eta(t))}{\beta^2(t) - \eta^2(t)}, \text{ where } \rho(t)\eta(t) < 2 \text{ and } \rho(t) < \alpha(t),\]

then there exist measurable mappings $f, g, k : \Omega \to \mathbb{R}^n$, which are solutions of the random generalized strongly set-valued complementarity problem (RGSSCP) (1.1) and

\[
\frac{1}{2}(|h_n(t)| + h_n(t)) \to k(t),
\]

\[f_n(t) \to f(t), \quad g_n(t) \to g(t) \quad (n \to \infty) \text{ for all } t \in \Omega,
\]

where $\{f_n\}, \{g_n\}$ and $\{h_n\}$ are three sequences of measurable mappings obtained by Algorithm 3.1.

Proof. By Algorithm 3.1, we have

\[\|h_{n+1}(t) - h_n(t)\|
\]

\[= \frac{1}{2}(1 - \lambda(t))(|h_n(t)| + h_n(t)) + \frac{1}{2}\lambda(t)(|h_n(t)| + h_n(t)
\]

\[\quad - \rho(t)(f_n(t) + g_n(t))) - \frac{1}{2}(1 - \lambda(t))(|h_{n-1}(t)| + h_{n-1}(t))\]
Furthermore, from the strong monotonicity of $F$ and $G$ are $H$-Lipschitz continuous, from (3.1) we know that

\begin{equation}
\|f_{n-1}(t) - f_n(t)\| \leq H(F(t, \frac{1}{2}(|h_{n-1}(t)| + h_{n-1}(t))), F(t, \frac{1}{2}(|h_n(t)| + h_n(t)))) \\
\leq \beta(t)\|h_{n-1}(t) - h_n(t)\|.
\end{equation}

(4.3)

\begin{equation}
\|g_{n-1}(t) - g_n(t)\| \leq H(G(t, \frac{1}{2}(|h_{n-1}(t)| + h_{n-1}(t))), G(t, \frac{1}{2}(|h_n(t)| + h_n(t)))) \\
\leq \eta(t)\|h_{n-1}(t) - h_n(t)\|.
\end{equation}

(4.4)

Furthermore, from the strong monotonicity of $F$ and (4.3) we have

\begin{equation}
\frac{1}{2}(|h_n(t)| + h_n(t)) - \frac{1}{2}(|h_{n-1}(t)| + h_{n-1}(t)) \\
- \frac{1}{2}\rho(t)(f_n(t) - f_{n-1}(t))
\leq (1 - \alpha(t)\rho(t) + \frac{1}{4}\rho^2(t)\beta^2(t))\|h_n(t) - h_{n-1}(t)\|^2.
\end{equation}

(4.5)

It follows from (4.2)-(4.5) that

\begin{equation}
\|h_{n+1}(t) - h_n(t)\| \leq 1 - \lambda(t) + \frac{1}{2}\lambda(t)\rho(t)\eta(t) + \lambda(t)(1 - \alpha(t)\rho(t) \\
+ \frac{1}{4}\rho^2(t)\beta^2(t))^{\frac{1}{2}}\|h_n(t) - h_{n-1}(t)\| \\
= \theta(t)\|h_n(t) - h_{n-1}(t)\|,
\end{equation}

(4.6)
where
\[ \theta(t) = 1 - \lambda(t) + \frac{1}{2} \lambda(t) \rho(t) \eta(t) + \lambda(t) (1 - \alpha(t) \rho(t) + \frac{1}{4} \rho^2(t) \beta^2(t))^{\frac{1}{2}}. \]

In view of (4.1) we know that \( 0 < \theta(t) < 1 \). By (4.6), \( \{h_n(t)\} \) is a Cauchy sequence in \( \mathbb{R}^n \), say \( h_n(t) \to h(t) (n \to \infty) \). It follows from (4.3) and (4.4) that \( \{f_n(t)\} \) and \( \{g_n(t)\} \) are also Cauchy sequences in \( \mathbb{R}^n \). Let \( f_n(t) \to f(t) \) and \( g_n(t) \to g(t) \). Since \( \{f_n\}, \{g_n\} \) and \( \{h_n\} \) are sequences of measurable mappings, \( f, g \) and \( h : \Omega \to \mathbb{R}^n \) are measurable. Let \( k(t) = \frac{1}{2}(|h(t)| + h(t)) \), then
\[ \frac{1}{2}(|h_n(t)| + h_n(t)) \to k(t), \quad f_n(t) \to f(t), \]
\[ g_n(t) \to g(t) \quad (n \to \infty) \text{ for all } t \in \Omega. \]

Now we prove that \( f(t) \in F(t, k(t)) \). In fact, for all \( t \in \Omega, \)
\[ d(f(t), F(t, k(t))) = \inf \{\|f(t) - z\| : z \in F(t, k(t))\} \]
\[ \leq \|f(t) - f_n(t)\| + d(f_n(t), F(t, k(t))) \]
\[ \leq \|f(t) - f_n(t)\| + H(F(t, \frac{1}{2}(|h_n(t)| + h_n(t))), F(t, k(t))) \]
\[ \leq \|f(t) - f_n(t)\| + \beta(t) \frac{1}{2}(|h_n(t)| + h_n(t) - k(t)) \],

hence \( d(f(t), F(t, k(t))) = 0 \), this implies that \( f(t) \in F(t, k(t)) \). Similarly, we have \( g(t) \in G(t, k(t)) \).

By (3.1) and \( h_n(t) \to h(t), \quad f_n(t) \to f(t), \quad \text{and} \quad g_n(t) \to g(t) \) we know that
\[ h(t) = \frac{1}{2}(|h(t)| + h(t) - \frac{1}{2} \lambda(t) \rho(t)(f(t) + g(t))). \]

Therefore, \( f, g, k : \Omega \to \mathbb{R}^n \) are solutions of the random generalized strongly set-valued complementarity problem (RGSSCP)(1.1) and
\[ \frac{1}{2}(|h_n(t)| + h_n(t)) \to k(t), \quad f_n(t) \to f(t), \]
\[ g_n(t) \to g(t) \quad (n \to \infty) \quad \text{for all } t \in \Omega, \]

where \( \{f_n\}, \{g_n\} \) and \( \{h_n\} \) are sequences of measurable mappings obtained by Algorithm 3.1. This completes the proof. \( \square \)

From Theorem 4.1, the following results can be obtained immediately.
THEOREM 4.2. Suppose that \( T : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a strongly monotone Lipschitz continuous random operator with coefficients \( \alpha(t) \) and \( \beta(t) \) respectively, \( G : \Omega \times \mathbb{R}^n \rightarrow C(\mathbb{R}^n) \) is a \( H \)-Lipschitz continuous random set-valued mapping with coefficient \( \eta(t) \), if for any \( t \in \Omega \), the condition (4.1) in Theorem 4.1 is satisfied, then there exist measurable mappings \( f, g : \Omega \rightarrow \mathbb{R}^n \), which are solutions of the random generalized set-valued complementarity problem (2.1) and

\[
\frac{1}{2}(|h_n(t)| + h_n(t)) \rightarrow g(t), \quad f_n(t) \rightarrow f(t) \quad (n \rightarrow \infty) \quad \text{for all } t \in \Omega,
\]

where \( \{f_n\} \) and \( \{h_n\} \) are sequences of measurable mappings obtained by Algorithm 3.2.

THEOREM 4.3. Suppose that \( T : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a strongly monotone Lipschitz continuous random operator with coefficients \( \alpha(t) \) and \( \beta(t) \) respectively, \( S : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a Lipschitz continuous random operator with coefficient \( \eta(t) \), if for any \( t \in \Omega \), the condition (4.1) in Theorem 4.1 is satisfied, then there exists a measurable mapping \( f : \Omega \rightarrow \mathbb{R}^n \), which is a solution of the random generalized complementarity problem (2.2) and

\[
\frac{1}{2}(|h_n(t)| + h_n(t)) \rightarrow f(t) \quad (n \rightarrow \infty) \quad \text{for all } t \in \Omega,
\]

where \( \{h_n\} \) is a sequence of measurable mappings obtained by Algorithm 3.3.

THEOREM 4.4. Suppose that \( F : \mathbb{R}^n \rightarrow C(\mathbb{R}^n) \) is a strongly monotone \( H \)-Lipschitz continuous set-valued mapping with coefficients \( \alpha \) and \( \beta \) respectively, \( G : \mathbb{R}^n \rightarrow C(\mathbb{R}^n) \) is a \( H \)-Lipschitz continuous set-valued mapping with a coefficient \( \eta \), if

\[
0 < \rho < \frac{4(\alpha - \eta)}{\beta^2 - \eta^2}, \quad \text{where } \rho \eta < 2 \text{ and } \eta < \alpha,
\]

then there exist \( x, y, z \in \mathbb{R}^n \), which are solutions of the generalized strongly set-valued complementarity problem (2.3) and

\[
\frac{1}{2}(|z_n| + z_n) \rightarrow z, \quad x_n \rightarrow x, \quad y_n \rightarrow y \quad (n \rightarrow \infty),
\]

where \( \{x_n\}, \{y_n\} \) and \( \{z_n\} \) are three sequences in \( \mathbb{R}^n \) obtained by Algorithm 3.4.
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